oIy rry

.
5

|
N
=
N

= A D S0 RRRR
L 3y - 7_”'” -~
7?* RO QA ¥ By
. ”‘ﬁ‘ E";,v‘ | iaas

v




INTRODUCTION

INTRODUCTION

Machine learning as a subfield of arfificial intelligence

Everyone talks about it
Nobody really knows how to do it
Everyone thinks everyone else is doing it

So everyone claims they are doing it too

Go g|e machine learning ! @ Q
ARTIFICIAL INTELLIGENCE
A= = : 3 A program that can sense, reason,
artificial intelligence classification # deep learning algorithm | neuralnetwork = supervised (™) bigdata python & wallpaper
L2 : N act, and adapt
e
Introduction to Rearne:
Machine Learning @
E— Q- 5
i Wan Al frosieis \
—
T Fimweows
10 Companies Using Machine Learning in Machine Learning Why Machine Learning Needs Sema. Machine Learning Tutorial - All the Machine learning in industry | ATRIA machine learning | artificial Intro to Machine Learning | Kaggle 1 i
wordasam o fobescom forhes.com dato i betanicacom kagglecom Algorithms whose performance improve

— as they are exposed to more data over time

TYPES OF
MACHINE LEARNING

e Learning: definition, types and successful machine learning projects lm"l“s

Machine learning: A cheat sheet ion to Machine Learni W Top 10 Machine Learning Algorithms

techrepublic.com bec an.a: spiceworks.com iberdrola.com mitsloan.mit.ed

Subset of machine learning in

T — 4 <
MACHINE LEARNING 1~ DEEP LEARNING which mu[t.[ayered neural
networks learn from
vast amounts of data
% h NOTCAR

Coding Deep Learning For Beginners | by Machine Learning and Deep Learning Oracle Machine Learning Basics Deep Learning vs. Machine Learni Machine Learning Models Machine Learning vs Deep Leaming velop Machine Learning Applications
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INTRODUCTION

Organizations report lower cost and higher revenue

Cost decrease and revenue increase from Al adoption, by function, % of respondents?

Average cost decrease Average revenue increase

M Decrease W Decrease
by =20% by 10-19%

M Increase Increase Increase
by 6—10% by >10%

M Decrease
by <1099 by <5%

Marketing and sales “ 30 10
OEIEE s
3 Supply-chain management “ 22 13
37 Manufacturing 13 14
23 Service operations 14 15
24 Strategy and corporate finance 24 8
16 3 Risk “ 16 13

23 12

ol 2 | = .

Charts from McKinsey Global Institute

Value based on sectors

Breakdown of
use cases by
applicable
techniques, %

Full value can
be captured
using non-Al
techniques

Al necessary
to capture
value
(“greenfield”)

Al can
improve
performance
over that
provided

by other
analytics
techniques

Potential incremental value from Al over other analytics techniques, %
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FRAMEWORK
Technigue relevance based on sectors

Technigue relevance' heatmap by industry Frequency of use Low ’ High
Impact based on sectors Focus of report
Feed- Recurrent  Convolutional Generative Tree e
forward neaural neural adversarial Reinforcement ¢ it ion tatistical
700 netwaorks natworks natworks networks learnimg Saming fieat Clustering ) fearan
FLh
® Retail .
600
Agriculture .
Automaotive and
assembly
500
Banking . .
. Basic matarials . . .
Healthcare systems ® Transport and logistics
Al impact, 400 and services Travel @
$ billion @ @ Consumer packaged goods
Public and social sectors .
' ® Automotive and assembly . . .
300 Advanced electronics/ . . . .
semiconductors @ Banking High tech . . .
® g Insurance @ Basic materials
igh tech Insurance . . . . .
200 .
Media and Media and
entertainment pas entertainment
Telecommunications @ ] ® Chemicals Oil and gas . .
® Agricutture
100 Pharmaceauticals and
Pharmaceuticals medical products
and medical @ Aerospace and defense "
Public and
products s0cial 58 5
: ° ® o o
20 30 40 50 60
Share of Al impact in total impact derived from analytics, % . .
® o

Charts from McKinsey Global Institute
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INTRODUCTION

INTRODUCTION

Machine learning already used in many Architecture, Engineering and Construction (AEC) applications

0 Facade Inspection

Rebenstone, 2020

@ Generating Steel Connections

Lomio et al., 2018

e Classification of BIM Structures

Helminen et al., 2018

- Apartment building
’_ﬁ‘ || » - Ingdusirial building
: = Crthar building

12x112 58u56 s
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FRAMEWORK S
Supervised Learning Supervised Learning Unsupervised Learning

Regression Classification Clustering
Outcome: Continuous (example: predicting cost) Outcome: Discrete (example: classify type of variation order) Outcome: Clusters (example: group similar cost items)
Linear Regression Basic fast, linear model Logistic Regression Basic, fast K-Means Basic, fast. Need to selectK
Bayesian Linear Regression Linear model, small dataset Decision Tree Classifier FOSCT" can in.clulde both categorical Hierarchical Clustering Merge data points until desired
and numerical predictors number of clusters reached
Decision Tree Regression Fast, able to include both categorical Tree-based Ensemble Models Fast, accurate : : ; :
: . e . DBSCAN Find high-density regions
and numerical predictors (e.g. Random Forest Classifier) Able to include both categoricall ° yreo
and numerical predictors " Fi t troi
Tree-based Ensemble Models Fast, accurate L Mean Shift ind and adapt centroids
(e.g. Random Forest Regressor) Able to include both categorical and Boosted Ensemble Models Accurate, longer fraining fime than . . i o .
numerical predictors (e.g. XGBoost, LightGBM) typical decision-free models Gaussian Mixture Models Summonzes a muIﬁvonotg probability
density function with a mix of
Boosted Ensemble Models Accurate, longer fraining time than Neural Network Classifiers (R:ggugrées Igtrgr?#;rlflr;r;%jrg’;gset but Gaussian probability distributions
(e.g. XGBoost, LightGBM) typical decision-free models P Y A
Neural Network Regressors Requires larger training dataset but can
be potentially accurate
4 predict categories/groups
predict values discover patterns/structures

—{ Method Type / Purpose

reduce data dimensions

analyse text

\ 4 A4
Dimensionality Reduction Text Analytics / Natural Language Processing
Outcome: Reduce Dimension (example: Reduce predictors) Outcome: Derive Information From Text (example: analyse contract
documents)
Principal Component Analysis Basic, popular, fast ) ) .
Latent Dirichlet Allocation Unsupervised topic modelling
t-SNE Nonlinear dimensionality reduction,
stochastic Word2Vec Convert words to values for use in
NLP tasks
Singular Value Decomposition Fast, works for sparse data ) )
Transformers Deep learning model with self-
Linear Discriminant Analysis Multi-class classification algorithm aftention, differenfiate weighting
that can be used for dimensionality
reduction

QllelaW-\ale Qe



SUPERVISED

Supervised learning categorized by the use of labelled fraining datasets to frain algorithms

Tree-based Models

Tree-1 Tree-2 Tree-n

B y | .
~ -~ \_\- \\\
"~ D . ~

@ nput Layer @ Hiden Layers @ output Layer

Logistics Regression SVM Classifier

|
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|
S
o®
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00 02 04 06 08 1.0
0

Images from: Tensorflow blog, Analytics Vidhya, Ashwin Raj, KD Nuggets
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SUPERVISED

SUPERVISED

Tree-based ensemble methods

Regression Trees (Random Forest)

Use cases e
1. Understand cost implications

Roof Mat 4.0




SUPERVISED

Generatfive Adversarial Networks for Floor Plans — by Stanislas Chaillou (Harvard GSD)

Generating floor plan
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SUPERVISED

SUPERVISED

Generative Adversarial Networks for entire buildings

Generating entire buildings + cost plans

Use cases

1. Automated, intelligent cost plans

2. Automatically re-generate / repair elements

3. Recommendations and insights to support decisions




UNSUPERVISED

TSNE Topic Modeling

.
Clustering
elected Topic{——] srevious Teoe | Mem T ar Side 10 adjust relevance metric
Iteration 10
: Intertopic Distance Map (via multidimensional scaling) Top-30 Most Relevant Terms for Topic 1 (21.6% of tokens)

2

d
i

feature 2

el topc G0

i £ 18i8ei 8

13 10 - ]
feature 1
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UNSUPERVISED

UNSUPERVISED

Some conflicts involve higher cost & time implications

Can we design a process where algorithms will identify these?

° N PN
AN AN
— — —> Jupyter —p :%: —
. csv o’ csv
> b
N-R - B
] .

$$$$58$$
$$$$$$$

(image source: lodplanner)
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UNSUPERVISED

UNSUPERVISED

Input cost (rates) and time parameters into BIM

03 O ::::le d . M"’"’“;
° t. :l,—\;’;\“ B E F R E .: : 1%1 — :
~P-By- - B

d oy Ot o

\
N « 4—'
z =

¥
. Properties help Apply
#C Prramees .
ey
RO ETET Ao Rt 2010 STUDUNT VRSN - VWG ARCH 2648 30 Vi 01 | YT i o e =G T
Sted Syptems et Amoute e MesngBSte Colsbote Vies Mope b Lumso®  Msdty (D
- x

3

IFC Parameters
IsExternal

Other
Elernent Rate 150.000000
Const, Cost 11574.600000
Element Time 0.015000
Const. Time 1.157460
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UNSUPERVISED

Run clustering algorithm — cluster based on cost & time
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OTHERS

Training language models (GPT-3)

Unsupervised Pre-training

Correct output (label):

Input (features) a robot must _
Use cases for Natural Language Models

GPT-3 1. Highly intelligent auto-complete for tender documents

(under training)

2. Automatic generating contracts based on inputs

Output (Prediction)

+ Vo B PR

print{output[
The quantity surveyor for the construction project made a mistake in his cost estimates. The first round of costs to date, for an initial five years worth $25 million, had been the result of two "lowest estimate of any of the contracts,” he explained.
As costs were put in place, though, "it was very difficult for me to make sense of the new contract for a contractor.”™ This gave the project time to build up its work.

"By doing the lower estimate, we were able to avoid the uncertainty we had over when to start using a subcontractor’s contract and how short it would have to be to start working fulltime,” he explained.

This helped the contractors avoid the same financial troubles that prevented them from hiring a full-time engineer at the facility. This was a factor that led to the design of the facility, especially at a time when the state was trying to build its own electricity grid.

He also noted that no matter which contractor was hired, there was often not enough funding available to get the facility up to speed. This could be a factor in the lack of funds for a large project like the solar panel plant.
Budget
In the end, B s largest project, BC West Regional Transmission, raised its funding goal at $7 million.

The total cost for this program, which was announced in December 2011, raised $2 million. One year earlier, B

GPT-3 animation from Jay Alammar



PROBLEMS
Challenges + Opportunities

CHALLENGES X OPPORTUNITIES

Project-based nature A lot of manual
of construction work (quantity
projects take-offs etc)

Culture of valuing

seniority and Projects are

experience over datarich

empirics

Reluctance to ) i

Seoomt now ER < are > Implementation for value capture

technology datarich

Profession takes
very long to
mature

Reliance on
experience rather
than data




IMPLEMENTATION
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Assess Existing
Capabilities &
Development Needs

Identify Requirements Create Economies of
& Needs Scale

» Depends on firm size, core
competencies, business
model efc.

* Review inputs, confrols,

procedures and » Customized vs off-the-shelf
documentations approaches

* Pilot in select test-bed
projects

+ lIteratively improve
machine learning models
and results

+ Challenge is knowledge
rarely codified in full

+ |dentify areas that can be
streamlined

« Access value capture of
solutions vs investment

+ Translate into
programmatic rulesets

+ Develop consistency Access resource

availability

* |dentify areas of
improvement and monitor
results

+ Design ‘archetype
applications’

+ |dentify feasible and
achievable goals

Scale accordingly
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CONCLUSION

CONCLUSION

Ta keCIWCIys Not Software

Common software should be able to interface with machine learning code

Importance of Technical Skillsets + Domain Knowledge
Programming literacy important in modern day AEC domains

Value-added Services
Consultancy hyper-competitive, important to drive higher value capture

Competitive Advantage
QS firm and software vendor that figure out how to incorporate these

workflows poised to be market leader
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